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INTRODUCTION



➡Annotation is the process of producing extra 
information and associating it with a particular point in a 
document or other piece of information 

➡ In Machine Learning, annotation is the process of 
labelling individual elements of data 

WHAT IS ANNOTATION?



➡ To enhance our data with more information regarding 
particular data elements 

➡ In Machine Learning, annotation is used in order to train 
ML algorithms by showing them the outcome we want 
them to predict

WHY DO WE USE ANNOTATION?



➡Categorization / Classification 
➡ Semantic Segmentation / Entity Annotation 
➡ Semantic Association / Entity Linking

TYPES OF ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

TYPES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

➡ Image Classification 
➡Object Detection 
➡ Image Captioning  
➡Optical Character Recognition

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

➡ Image Classification 
➡Object Detection 
➡ Image Captioning  
➡Optical Character Recognition

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

➡ Image Classification 
➡Object Detection 
➡ Image Captioning  
➡Optical Character Recognition

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

➡ Image Classification 
➡Object Detection 
➡ Image Captioning  
➡Optical Character Recognition

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation

➡Video Annotation

USE CASES OF DATA ANNOTATION:

➡Video classification 
➡Video captioning 
➡Video object detection and tracking



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation

➡Video Annotation
➡Video classification 
➡Video captioning 
➡Video object detection and tracking

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation

➡Video Annotation
➡Video classification 
➡Video captioning 
➡Video object detection and tracking

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation

➡Audio Annotation
➡Video Annotation

➡Audio Classification 
➡Audio Transcription 
➡ Speaker Detection

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation

➡Audio Annotation
➡Video Annotation

➡Audio Classification 
➡Audio Transcription 
➡ Speaker Detection

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation

➡Audio Annotation
➡Video Annotation

➡Audio Classification 
➡Audio Transcription 
➡Speaker Detection

USE CASES OF DATA ANNOTATION:



➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡Text classification 
➡ Language translation 
➡Entity recognition 
➡Entity linking

➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡ Text classification 
➡ Language translation 
➡Entity recognition 
➡Entity linking

➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡ Text classification 
➡ Language translation 
➡Entity recognition 
➡Entity linking

➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



➡ Text classification 
➡ Language translation 
➡Entity recognition 
➡Entity linking

➡ Image Annotation

➡ Text Annotation
➡Audio Annotation
➡Video Annotation

USE CASES OF DATA ANNOTATION:



ANNOTATION FORMATS



➡Annotations (XML Tags) physically surround the extend 
that the tag refers to 

CONS: 
➡Changes the formatting of the original text  

➡Difficult to read by humans 

➡Difficult to merge with other annotating tag sets (e.g. 
POS tags) 

➡Difficult for multi tagging & group tagging 

PROS: 
➡Used by many programs  

➡No need for position tracking of the annotation

INLINE ANNOTATION



➡ Text needs to be tokenized  

➡ Text is identified by assigning an ID to each token.  

➡Other IDs (paragraph section, etc.) can be assigned too. 

➡Annotation data is stored separately in a tab-separated file  

➡ It is necessary to keep the associations between the IDs 
and the tokens.  

PROS: 
➡Different annotations on the same data can be easily 

merged (due to separation from the actual data) 

CONS: 
➡Doesn’t allow for annotating parts of the word 

➡Relatively difficult to retrieve the original text

STAND-OFF ANNOTATION BY TOKENS



STAND-OFF ANNOTATION BY CHARACTERS 

➡ Start and end offsets declare the position of each 
annotation in the text 

➡Character encoding is crucial and must be 
maintained throughout the annotation process 

➡ Technically only the offsets and the tag attributes 
suffice to retrieve the annotation but the actual 
annotated text is also kept for redundancy  

➡Original text can be very easily retrieved



LINKED EXTENT ANNOTATIONS 

➡Use the ID of the tags as anchors to represent 
the relationships between them 

➡Represent directionality by using fromID / toID 
attributes of the annotation 

➡Can work with both token-based and character-
based stand-off annotations 

➡ The NEs have to be annotated first in order to 
create the anchor IDs



ANNOTATION WORKFLOW



GUIDELINES & SPECIFICATIONS

and then come back with a marked-up corpus. The researcher then collects the data 
from each of the annotators, and calculates Inter-Annotator Agreement (IAA) scores. 
If these scores are low, the guidelines (and sometimes the model) are revised, and the 
annotation is redone. If the scores are good, adjudication is performed over the data to 
create a gold standard, which is then used to train and test a machine learning (ML) 
algorithm. Figure 6-1 visually depicts the annotation process.

Figure 6-1. The annotation process

So why do researchers use this distributed method of annotation, rather than doing it 
themselves? There are two main reasons. First, there is a purely practical concern: most 
annotation tasks now are performed with the end goal of training an ML system, and 
to do that, there needs to be sufficient data to train the algorithm. Since for most tasks 
this requires hundreds or even thousands of annotated articles or examples, it would be 
completely impractical for only one or two people to create the required corpus.

The second reason for distributed annotation is that by having other people do the bulk 
of the tagging, and then using that data to calculate agreement scores, the researcher 
gets a sense of whether the task is sufficiently well defined to provide consistent data 
should a bigger corpus be needed. If there is little agreement among annotators as to 
how each tag and attribute should be used, it may be a sign that the guidelines are simply 
not well written, but it may also be a sign that the task itself is flawed, or goes against 
the way people generally understand language.
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➡Guidelines show how Specifications (schema) is 
applied to the data 

➡Provide instructions to annotators with examples and 
use cases 

➡Are designed specifically for the particular 
specification and dataset 

➡Are designed specifically for the particular ML task



THE M.A.M.A. CYCLE

on only a few tags at a time, then adjudicating those tags, then moving on to the next 
set of tags or relations. You may also find this approach necessary if your task requires 
both general knowledge of the language and more specific knowledge that would require 
a domain expert to provide. In those cases, you can have two tasks being performed 
simultaneously by different groups of people on the same corpus, and then merge the 
annotations later for ML purposes.

Be Prepared to Revise
While it is true that the entire MATTER process is a cycle, it is important to remember 
that there is a smaller cycle of revision between the Model and Annotation stages. We 
discussed in Chapter 4 how you may find it necessary to reformulate the spec as you 
develop your model, but chances are good that once you start writing your annotation 
guidelines, you will quickly find places where your data and spec don’t quite meet up.

Revising the spec while working on the guidelines and doing the an
notation occurs frequently enough that we refer to it as the MAMA 
cycle: Model-Annotate-Model-Annotate (the Annotate step includes 
writing the guidelines). See Figure 6-2.

Figure 6-2. The inner workings of the MAMA cycle

Once the guidelines are written and given to your annotators, the annotators themselves 
will probably have questions about the spec and guidelines that may lead to more revi
sions. This is completely normal! To have an annotation task that can be reused in the 
future, it’s important to take the time to make sure the spec and guidelines are clear and 
well written.
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Source: Natural Language Annotation for Machine Learning

➡ Supervisor creates guidelines based on the model and the 
annotation task 

➡Annotators use the guidelines and create annotations for the 
same batch 

➡After each batch, annotators gather and discuss their differences  
➡Revisions are based on the (dis)agreement of annotators  
➡Each revision leads to refinements for the guidelines and /or 

specification 
➡Continuous revisions should lead to higher inter annotator 

agreement (IAA) 
➡Once IAA reaches a sufficient score, each annotator uses 

different batch



EVALUATING ANNOTATORS
➡ conducted before creation of gold standard 
➡based on the measurement of inter-annotator 

agreement (IAA) 
➡Good IAA doesn’t necessary mean that the dataset will 

produce good results when used in ML 
➡Good IAA indicates that the annotation task can be 

easily reproduced by many people and lead to bigger 
dataset 

➡ IAA must take into account random chance agreements 
➡Cohen’s Kappa measures the IAA among a pair of 

annotators 
➡ Fleiss’s Kappa measures the IAA among more than two 

annotators



INTERPRETING IAA SCORES

Then we calculate P(e) by summing the squares of the Pc values, like so:

P(e) = .30722 + .35682 + .3362 = .335

Now we can finally plug these values into Fleiss’s Kappa equation and calculate our IAA 
score:

κ = (.3417 – .335) / (1 – .335)
= .0067 / .665
= .004 

Interpreting Kappa Coefficients
In the two preceding sections we came up with two different values of κ for two different 
annotation tasks, .29 and .004.

But how are these scores actually interpreted? In many cases, the interpretation of the 
kappa depends on the complexity and objectivity of the annotation task, so there’s no 
hard-and-fast rule that can always be used to determine whether scores are good or not. 
For example, a task such as POS tagging, even though it requires a lot of effort, would 
be expected to get a κ score close to 1.0, due to how well defined the terms and underlying 
theories are. On the other hand, tasks that require more interpretation of the text, such 
as semantic role labeling or temporal annotation (where the text may actually have 
multiple valid interpretations), are not generally held to such a high standard.

Landis and Koch 1977 provide these guidelines for interpreting κ and other agreement 
metrics:

κ Agreement level

< 0 poor

0.01–0.20 slight

0.21–0.40 fair

0.41–0.60 moderate

0.61–0.80 substantial

0.81–1.00 perfect

There has been some debate about how strictly these numbers should be interpreted, 
but they provide a good place to start. Another way to determine how your IAA scores 
should be interpreted is to do some research and find out what kind of IAA scores other, 
similar annotation tasks are getting. Naturally you should always strive to do well, but 
some tasks are simply harder than others.

So what can we say about the IAA scores from the examples in the previous sections? 
From our Cohen κ example, we obtained an agreement score of .29, which according to 
this chart is only “fair.” And really, considering how few categories were included in the 
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➡Depends on the complexity and objectivity of the task 
➡ Should be taken in context with other scores in relevant 

tasks 
➡Annotation Charts can provide fruitful information 

regarding annotators’ behaviour 
➡Poor initial results are normal especially in difficult tasks 
➡ Sparse entities should be taken into account 
➡Use small batches and conduct as many as needed in 

order to increase the IAA



ANNOTATION TOOLS



CHOOSING AN ANNOTATION ENVIRONMENT 

➡ Supported types of annotations 

➡Architecture 

➡ Supported formats 

➡ Support for multi-session / groups 

➡ Support for workflows / automations 

➡Metrics 



USEFUL 
RESOURCES:

Textbooks: 
‣ J. Pustejovsky. Natural Language Annotation for Machine Learning. 

O’ Reilly 2013 
‣ Alex M. PattersonThe Art of Data Annotation: Transforming Raw 

Data into Machine Learning Gold. Kindle Editions 2023 
‣ Anthony Sarkis. Training Data for Machine Learning. O’ Reilly 2023

Web Resources: 
‣ Annotation Studio: a suite of collaborative web-based annotation 

tools currently under development at MIT 
‣ Diigo for highlighting and bookmarking web pages 
‣ Hypothes.is: web browser extension of annotating online documents 

(web pages, pdfs and docs) 
‣ Perusall: social reading tool 
‣ BRAT: web based annotation tool for texts 
‣ Prodigy: Annotation tool for Machine Learning with support for 

multiple types of annotations

https://www.diigo.com/
https://web.hypothes.is/about/
https://perusall.com/


Thank you!
vpertsas@aueb.gr

mailto:vpertsas@aueb.gr

